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ABSTRACT

In this paper, we propose Dynamic Paxos (DPaxos), a Paxos-based consensus protocol to manage access to partitioned data across globally-distributed datacenters and edge nodes. DPaxos is intended to implement a State Machine Replication component in data management systems for the edge. DPaxos targets the unique opportunities of utilizing edge computing resources to support emerging applications with stringent mobility and real-time requirements such as Augmented and Virtual Reality and vehicular applications. The main objective of DPaxos is to reduce the latency of serving user requests, recovering from failures, and reacting to mobility. DPaxos achieves these objectives by a few proposed changes to the traditional Paxos protocol. Most notably, DPaxos proposes a dynamic allocation of quorums (i.e., groups of nodes) that are needed for Paxos Leader Election. Leader Election quorums in DPaxos are smaller than traditional Paxos and expand only in the presence of conflicts.
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1 INTRODUCTION

The utilization of edge nodes is inevitable for the success and growth of emerging low latency applications, such as Augmented and Virtual Reality (AR/VR) and vehicular networks. Such applications have stringent latency requirements that the current cloud model cannot satisfy. This is due to the large communication latency between users and their closest datacenter (up to 100ms [44]). This latency problem is exacerbated for applications that serve users across large geographical areas. In such cases, users incur wide-area latency as large as 100s of milliseconds to seconds. Placing data closer to users at edge nodes overcomes this fundamental communication latency limit. We envision, as others [7], that the cloud model will extend to edge locations similar to how content delivery networks utilize edge locations. However, rather than edge locations being used for data caching only, they will also host data management components that will allow manipulation and querying of local edge partitions. In this paper, we focus on transaction processing as the data management task to be supported by the edge data management components. The model and focus of this paper aims to serve web and cloud applications, such as online shops, social networks, and collaborative applications.

In this paper, we propose Dynamic Paxos (DPaxos), a Paxos-based consensus protocol [21, 22]. DPaxos is intended to be used as the State Machine Replication (SMR) component in data management systems for the edge. In such systems, we envision utilizing edge nodes around the world by partitioning the data and placing each data partition at the edge node closest to its corresponding users. DPaxos, as a SMR component, manages access to data partitions in the form of consistent and fault-tolerant transactions and commands. DPaxos targets harnessing the benefits of deploying on edge nodes by supporting: (1) access locality: requests are served from a nearby edge node, (2) data mobility: partition copies follow moving users in real-time, and (3) flexible fault-tolerance: nearby edge nodes can be used to recover from failures.

We build upon Paxos due to its wide adoption in both academia and industry and its use on various data management applications, such as transaction management [5, 18, 31, 40, 41], atomic broadcast [8, 17], consistent replication [10, 13, 45, 46], and stream processing [3]. Therefore, an improved and specialized Paxos protocol (i.e., DPaxos) impacts a wide-range of data management applications.

Traditional Paxos protocols [9, 21, 22] and Paxos variants for geo-replication [6, 18, 32, 33, 41, 48] do not explicitly consider resources beyond datacenters. This makes the large wide-area latency inevitable. Straightforward solutions to deploy existing Paxos variants on edge resources are also inefficient. Paxos variants rely on majority-based techniques (i.e., coordination is performed by communicating with a majority of nodes). In a system with a large number of nodes, such as the edge, majority-based approaches are prohibitive, since they entail communication with a majority of a possibly massive number of nodes for each step. We discuss the shortcomings of other existing approaches in more details in Section B.1.

DPaxos proposes Zone-centric Quorums as an alternative to majority-based techniques to avoid unnecessary wide-area communication. A zone denotes a collection of neighboring edge nodes. DPaxos restricts the communication corresponding to a data partition to be within the zones where its users are located. To do this, DPaxos distinguishes between the quorums that are needed to
perform the main two tasks in Paxos: Leader Election (coordination with other nodes to select a leader for a partition and is typically invoked in reaction to failures or mobility) and Replication (committing data from a leader to secondary nodes and is typically invoked for every transaction or request). In typical workloads, Replication is more frequent than Leader Election, and thus we prioritize optimizing its performance. Ideally, for performance, Replication would be performed within a zone rather than a majority of nodes. Flexible Paxos—proposed by Howard et al. [16] and adapted for wide-area replication in WPaxos [2]—shows that it is possible to assign arbitrarily small Replication quorums as long as they satisfy the condition: a Leader Election quorum must intersect all Replication quorums. This means that in Flexible Paxos-based approaches, the trade-off of small Replication quorums within zones is an expensive Leader Election quorum that must span all zones.

We base DPaxos’ Zone-Centric Quorums on the theoretical foundation laid by Flexible Paxos and adapt its quorum allocation techniques to the practical application of data management on globally-distributed edge nodes. Then, we propose two approaches to overcome Flexible Paxos’ significant Leader Election penalty: (1) Expanding Quorums: this approach overcomes Flexible Paxos’ intersection condition and allows both Leader Election and Replication quorums to be small. DPaxos is the first Paxos protocol that allows Leader Election to not intersect with all Replication quorums. Rather, the Leader Election quorum starts small and then grows to only intersect with Replication quorums that are being used by other leaders. (2) Leader Handoff: this approach supports fast leader mobility. Mobility, unlike failures, is triggered by known user actions, and hence can be exploited to optimize Leader Election. DPaxos exploits this to enable Leader Election via a lightweight, single round of messaging between the old and the new leaders.

The main contribution of DPaxos is that it introduces a design space of Paxos protocols where Leader Election quorums are dynamic (i.e., expanding) rather than statically defined. We take this concept of Expanding Quorums and study the challenges and opportunities in realizing it by designing DPaxos and experimenting with various methods of Expanding Quorums. In particular, we find that combining Expanding Quorums with Flexible Paxos quorums [16] is a powerful idea. Also, we find that Expanding Quorums can take many shapes with different trade-offs. However, we also face challenges due to the increased complexity of DPaxos compared to other Paxos variants. This complexity leads to the need of maintaining more state information at nodes that can accumulate and cause an overall degradation of performance if left unhandled. In this paper, we show how we face these challenges while maintaining the performance improvements of DPaxos. Finally, we provide discussions on the safety of DPaxos and handling the garbage collection of accumulating state.

We present relevant background about Paxos in Section 2 and the system model in Section 3. The design and implementation of DPaxos is proposed in Section 4. Section 5 shows the performance evaluation. The paper concludes in Section 6 with a summary. Additional experimental evaluations and related work are presented in Sections A and B.

2 PAXOS BACKGROUND

Paxos [9, 21, 22] is a consensus algorithm to solve the problem of deciding (also called choosing) a single value among proposals by multiple nodes in a fault-tolerant manner. In many data management systems, Paxos is used to coordinate access to data by making it decide which transaction or request is committed among conflicting contenders.

Paxos resolves concurrent requests (also called proposals) using unique proposal ids. In the Leader Election phase, a proposal is assigned a unique id, p, and a prepare(p) message is sent to a majority. Assume that node A sent the prepare message. Processes receiving the prepare reply with a promise() message if p is the highest proposal id among the ones they have already received. With the promise, the most recent accepted proposal q, if any, and its value vq are also sent. Process A is considered to be elected a leader if it receives a majority of promises for p. Then, A proceeds to the Replication phase with the proposal p′, which corresponds to the highest received proposal, q. Otherwise, A proceeds with its own proposal if no proposals were sent along with promise() messages. In the Replication phase, the value v associated with p′ is sent in a propose(p′, v) message. A node replies with an accept(p′) message if the proposal id is greater than or equal to the highest promised proposal. Once A receives a majority of accept(p′) messages, then the value v is decided. If any step fails throughout this algorithm, a node might retry again with a higher proposal number.

In practice, Paxos is used to decide a sequence of values in a log, where each position is called a slot or entry. Multi-Paxos [22] is an efficient variant of Paxos that optimizes for this case. Rather than performing the Leader Election phase for every slot independently, a leader is elected for a subset of slots that potentially cover all remaining slots. In such a case, we call the leader a prolonged leader. Requests would be directed to the prolonged leader, and the prolonged leader bypasses the Leader Election phase, thus reducing the number of needed phases from two to one. However, in the case of a leader failure or needing to change the location of the leader, a new Leader Election round is necessary to elect the new leader. Thus, even while using Multi-Paxos, mobile applications may regularly incur the overhead of Leader Election. Since Multi-Paxos is the most prevalent in practice, we focus on it when developing DPaxos.
3 SYSTEM MODEL

In this section, we present the architecture and system model we consider.

A globally-distributed edge model. DPaxos utilizes globally-distributed datacenters and edge nodes around the world (depicted in Figure 1). We will use the terms node, replica and datacenter interchangeably to denote both traditional and edge datacenters and the term zone to denote a disjoint set of nodes (zones are defined by the system administrator). Traditional datacenters are large-scale datacenters that have the capacity to host tens of thousands of machines. Edge nodes, on the other hand, denote emerging edge-datacenter technologies, such as cloudlets and micro datacenters that are smaller than traditional datacenters.

Mobility. The location where users access a partition may change frequently and rapidly, especially in mobile applications. A data partition’s copies corresponding to mobile users must follow users and migrate to the edge node that is closest to their new location. In most cases, a user moving from one location to another will only incur a small difference in latency to communicate to the edge node hosting his or her partition. This makes the action of moving data from the old location to the new location a non-imminent issue. However, when the partition eventually migrates, doing so more efficiently (with lower latency and communication overhead) would have a less drastic impact on the overall performance.

Fault-tolerance model. We distinguish between two types of failures: individual datacenter outages and natural disasters (zone-scale failures). The frequency of individual datacenter outages is much higher than zone-scale failures. A recent study showed that outages that affect more than one datacenter (i.e., one or more zones) at once amounts for only 3% of all datacenter outages [15]. The difference in the type and frequency of failures invites a nuanced definition of fault-tolerance. Rather than the traditional definition of fault-tolerance as the number of tolerated failures, \( f \), we specify two values: the number of tolerated individual datacenter failures in each zone, \( f_d \), and the number of tolerated zone failures, \( f_z \). In the rest of this paper, we assume that the number of edge datacenters in each zone is at least \( 2f_d + 1 \) and that the number of zones is at least \( 2f_z + 1 \). DPaxos adopts a flexible fault-tolerance model, where the level of fault-tolerance \((f_d \text{ and } f_z)\) can be configured by the user.

4 DPAXOS DESIGN

In this section, we propose DPaxos. We begin with an overview of DPaxos in Section 4.1 followed by a detailed description of DPaxos proposals.

4.1 DPaxos Overview

DPaxos’ goal is to optimize latency of deciding values to slots in a globally-distributed edge system. This is achieved by reducing the size of Leader Election and Replication quorums which leads to less wide-area communication. Reducing the size of quorums also results in low communication overhead. DPaxos introduces three techniques to reduce quorum sizes:

- (1) Zone-centric Quorums: this method redefines Leader Election and Replication quorums to make the Replication phase free from unnecessary, inter-zone communication and enable flexible control of fault-tolerance guarantees. In DPaxos, Replication quorums are defined to be as small as possible (only consisting of \( f_d + 1 \) nodes in \( f_z + 1 \) zones even if the number of all nodes, \( n \), is much larger than the size of the Replication quorum, \( \mathcal{F} = (f_d + 1)(f_z + 1) \)). These Replication quorums are much smaller than majority quorums in the environments we consider where \( n \) is much larger than the \( \mathcal{F} \). To accommodate for such small Replication quorums, larger Leader Election quorums are needed. In general, the restriction for quorum allocations is that any Leader Election quorum must intersect all Replication quorums as shown in a recent work by Howard et. al. [16]. We will call this restriction the inter-intersection condition to denote the requirement for a Leader Election quorum to intersect with all Replication quorums. When Replication quorums are set to be small (our goal), this makes Leader Election quorums large. Overcoming the inter-intersection restriction [16] is the topic of the next two techniques.

- (2) Expanding Quorums: this method overcomes the restricting inter-intersection condition, which states that Leader Election quorums must intersect with all Replication quorums. Rather, Expanding Quorums requires that Leader Election quorums must only intersect with themselves and hence they do not need to intersect with any Replication quorums. We call this the intra-intersection condition as opposed to the inter-intersection condition. Expanding Quorums stems from the observation that a Leader Election quorum only needs to intersect with concurrent Replication quorums—not all possible Replication quorums. DPaxos leverages this observation by making aspiring leaders announce the Replication quorums they intend to use. Concurrent aspiring leaders will detect ongoing Replication quorums through these announcements. If such Replication quorums are detected, then the aspiring leader expands its Leader Election quorum to intersect with them. DPaxos proposes two quorum types that implement Expanding Quorums: (2.a) Delegate Quorums, where the size of a Leader Election quorum is only a majority of zones rather than all zones (even for single-zone Replication quorums). (2.b) Leader Zone Quorums, where the size of a Leader Election quorum is a single zone only in the typical case.

- (3) Leader Handoff: with this methods, a leader can relinquish leadership to another node with a single light-weight message. This method targets the case of mobility, where the location of the leader needs to be changed, while the node hosting the previous leader is still functional. This lightweight method is possible because mobility, unlike failures, is triggered by user actions, and thus can be coordinated more efficiently. The basic idea behind Leader Handoff is to treat leadership as a logical role, rather than being physically attached to a single node. Then, a logical leader can move between nodes while maintaining its role without a Leader Election round.
4.2 Zone-Centric Quorums

DPaxos’ Zone-centric Quorums redefines Leader Election and Replication quorums with the goal of making Replication quorums as small as possible. This is due to the realization that the Replication phase is the most frequent phase in operation (a prolonged leader performs the Leader Election round only once and then skips it for future slots.) To this end, DPaxos utilizes a recent theoretical discovery that Paxos-based Replication and Leader Election quorums can be allocated arbitrarily with the following condition:

**Definition 1.** (Inter-Intersection Condition) a Leader Election quorum must intersect with all Replication quorums [16].

This is as opposed to the original requirement in the original Paxos protocol to have majority quorums for both Leader Election and Replication.

Zone-centric Quorums requires no modifications to the original Paxos protocol (Section 2) except on how quorums are defined. The new quorum definitions are no longer majority quorums, but rather ones that satisfy the inter-intersection condition (any Replication quorum, $Q_r$, must intersect with any Leader Election quorum, $Q_{le}$.)

The ideal Replication quorum, $Q_r$, is one with the smallest possible size. To tolerate failures, the smallest possible Replication quorum must include $f_d + 1$ nodes in $f_z + 1$ zones. Consider the topology in Figure 1 with 8 zones and assume that we want to tolerate one node failure ($f_d = 1$) and no zone failures ($f_z = 0$). In this case, a Replication quorum would be any pair of nodes in a zone. An example is shown in Figure 2 showing a Replication quorum consisting of two nodes in zone 1 (other Replication quorums are not shown). Now, a Leader Election quorum, $Q_{le}$, must intersect with all possible Replication quorums. Thus, it must span all zones because a Replication quorum is confined to a single zone. More generally, the Leader Election quorum must include $|Z|−f_z$ zones, where $|Z|$ is the number of zones. In each zone, the Leader Election quorum must cover enough nodes to ensure an intersection with any Replication quorums. This means it needs to include $|Z_i|−f_d$ nodes in zone $i$, where $|Z_i|$ is the number of nodes in zone $Z_i$. In Figure 2, all zones include 3 nodes, which means that the Leader Election quorum must include 2 nodes in each zone.

The inter-intersection condition suffices to ensure correctness because any node aspiring to be a leader (by running a Leader Election phase) will intersect, in the Leader Election phase, with the Replication quorums of the current leader and previous leaders. For example, consider a scenario on the topology in Figure 2. Figure 3 depicts the scenario where a node in zone 4 becomes a leader in slot $i$ and then decides values from slots $i + 1$ to $i + 8$ while bypassing the Leader Election phase. Now assume that a node in zone 4 tries to become the leader in slot $i + 9$. It can only be a leader if it gets positive votes from a Leader Election quorum. A Leader Election quorum intersects with the Replication quorum in zone 1 in at least one node $A$. Therefore, getting a positive vote from $A$ will guarantee that the previous leader in zone 1 will not be able to propose a new value. The node in zone 4 now becomes a leader and bypasses the Leader Election phase for future slots until another node takes over the leader role.

**Summary.** Zone-centric Quorums enable Replication quorums to be as small as possible and enables configuring fault-tolerance parameters, $f_d$ and $f_z$. However, this results in expensive Leader Election quorums that must intersect with all Replication quorums. The rest of DPaxos’ design reduces the cost of Leader Election while maintaining small Replication quorums.

4.3 Expanding Quorums

DPaxos introduces a dynamic quorum allocation approach called Expanding Quorums to overcome the restrictive inter-intersection condition (Definition 1). Specifically, Expanding Quorums introduces small modifications to the Paxos protocol to allow smaller Leader Election quorums while maintaining as-small-as-possible Replication quorums. Optimizing the performance of the Leader Election phase is especially important for mobile and collaborative applications where users or workloads move frequently between physical locations. In such applications, the Leader Election phase is frequent as it occurs whenever the leader moves from one zone to another.

Expanding Quorums builds upon the following observation: Paxos ensures correctness by making an aspiring leader’s Leader Election quorum intersects with all possible Replication quorums that can be used by other leaders. However, it suffices for a Leader Election quorum to only intersect with Replication quorums that are, or previously were, used by other leaders—rather than all possible Replication quorums. Expanding Quorums utilizes this observation by making leaders announce the Replication quorums they are going to use. Aspiring leaders have to only intersect with the announced Replication quorums. The rest of this section describes how we generalize Paxos to distribute and react to such announcements.

Leader Election in Expanding Quorums has the additional tasks of (1) announcing the Replication quorums that are intended to be used (called intents), and (2) detecting and reacting to any intent announcements from other (aspiring) leaders. In Expanding Quorums,
Leader Election quorums must intersect with each other to ensure that an intent is detected by any future Leader Election phase. Therefore, Expanding Quorums replaces the inter-intersection condition with an intra-intersection condition for quorum allocation defined as the following:

**Definition 2. (Intra-Intersection Condition)** any two Leader Election quorums must intersect.

The Intra-intersection condition allows smaller Leader Election quorum allocation while maintaining small Replication quorum allocation as we will demonstrate by two incarnations of Expanding Quorums: Delegate and Leader Zone Quorums.

If an aspiring leader detects intents, then it must intersect with these intents by expanding the Leader Election quorum to intersect with at least one node in each intent’s Replication quorum. Thus, rather than a static definition of Leader Election quorums, Expanding Quorums proposes a reactive, dynamic Leader Election quorum.

Expanding Quorums introduces the following changes to the traditional Paxos protocol to implement the announcement and detection of intents in addition to the expansion of Leader Election quorums (See Algorithm 1 for a summary of the changes to the Paxos algorithms):

- **Leader Election quorum expansion:** The Leader Election Quorum of an aspiring leader must intersect with the Replication quorums of every received intent. This is done by initiating a second round of communication to collect enough votes to intersect with the Replication quorums declared in the intents.

To summarize, Expanding Quorums tracks intents during the Leader Election phase and Leader Election quorums must expand to intersect with any declared intents. The only condition on the assignment of initial Leader Election quorums is to make them intersect with each other (Definition 2). Note that this is different from the original restriction where a Leader Election quorum must intersect with all Replication quorums (Definition 1). With Expanding Quorums, the allocation of Leader Election quorums is independent from Replication quorums, and thus, even the smallest of Replication quorums would not be limiting.

Next, We show how Expanding Quorums enables smaller Leader Election quorums with two strategies that we propose: Delegate Quorums (Section 4.3.1) and Leader Zone Quorums (Section 4.3.2). We discuss the safety of Expanding Quorums in Section 4.3.3. Then, we present the design of our intents’ garbage collector in Section 4.3.4.

**Algorithm 1:** The Leader Election phase in DPaxos Expanding Quorums (The Replication phase is identical to Paxos). Lines in red denote the changes compared to Paxos Leader Election.

1. Set \( Q_{LE} \) of leader election (LE) quorums
2. Set \( Q_R \) of arbitrary replication (R) quorums
3. // Any \( Q_i \) of \( Q_{LE} \) must intersect
4. Leader Election phase (in: value \( v \))
5. Pick proposal id \( p \) larger than any known proposal
6. Send prepare\((p, \text{intent})\) to a quorum \( Q_{le} \in Q_{LE} \)
7. \( Q_{le} \) responded with promise\((q, v_q, p, \text{intents})\) then
8. Send prepare\((p, \text{intent})\) to received intents
9. if no nodes from any received intent responded with promise\((q, v_q, p, \text{intents})\) then
10. Terminate or retry
11. if no \( q \) and \( v_q \) were received then
12. \( p' \leftarrow p \)
13. \( v' \leftarrow v \)
14. else
15. \( p' \leftarrow \text{highest received } q \text{ is } \text{promise}(\cdot)'s \)
16. \( v' \leftarrow \text{value associated with } p' \)
17. Proceed to Replication phase (in: \( p', v' \))
18. else
19. Terminate or retry
20. }

---

**Figure 4:** An example of Delegate Quorums over the scenario of Figure 1.

4.3.1 **Delegate Quorums.** A Delegate quorum \( Q_{le} \in Q_{LE} \) consists of nodes from a majority of zones. In every zone in the majority, a majority of nodes is part of the quorum. This ensures that any two Delegate Leader Election quorums intersect (Definition 2). Figure 4 shows an example of Delegate Quorums that only needs to communicate with five zones (This is in comparison to Flexible Paxos’ Leader Election quorums that must intersect with all zones if replication quorums are confined to a single zone.) Note that the Delegate quorum does not intersect with all Replication quorums. However, it intersects with all other Delegate Quorums. Any intents received from these intersections during the Leader Election phase results in the aspiring leader expanding the Leader Election quorum to enforce intersection with the declared intents’ Replication quorums.

Since the Delegate Quorums Leader Election quorum is an Expanding Quorum, intersection among Leader Election quorums is sufficient for correctness. To demonstrate this, consider the scenario in Figure 5. This scenario is over the topology in Figure 1 with eight zones and three nodes per zone, \( f_d = 1 \) and \( f_e = 0 \). Initially, a node in zone 1 becomes the leader in slot \( i \) by getting the votes from a majority of zones and then replicates within zone 1 until slot \( i + 4 \). Then, a node in zone 4 tries to become the leader in slot \( i + 5 \) by polling the votes from a majority of zones. This majority happens...
to not include zone 1. However, they intersect with the Delegate quorum that was started in slot $i$. Thus, they receive the intent of using a Replication quorum in zone 1. Therefore, the aspiring leader in zone 4 starts another round of communication to get the vote of nodes in zone 1. Only the vote of one node that intersects the intent’s Replication quorum is sufficient. Afterwards, assuming that positive votes are collected, the node in zone 4 becomes a leader and starts deciding the values for future slots until a new leader is elected.

Note that the second round in Delegate Quorums is only needed if a Replication quorum intent is not covered in the first round. If there were no intents or the original majorities intersected with all intents already, then there is no need to go to another round of a Delegate Quorums Leader Election. Also, it is possible to proactively collect votes of nodes from zones outside the majority during the first round to avoid the latency penalty of a second round. We will present more details about this optimization in Section 4.6.

An interesting case arises if the promises received at the second round of Delegate Quorums includes an intent that was not received in the first round. Although possible, the aspiring leader, $A$, can discard that intent. This is because such an intent is from a concurrent aspiring leader, $B$, that is guaranteed to receive the intents of $A$ (since $A$ did not receive the intents of $B$ in $A$’s first round, $B$ is guaranteed to get the vote of one of $A$’s voters after $A$).

4.3.2 Leader Zone Quorums. Leader Zone Quorums utilizes the Expanding Quorums technique to achieve small Leader Election quorums that are as small as a single zone (ideally, the zone hosting the current leader.)

The main idea of a Leader Zone Quorum is to make all aspiring leaders contend to win the votes of a majority of nodes in a single zone that we call the Leader Zone ($Q_{LE}$ is the set of all majorities in the Leader Zone.) Because all aspiring leaders are contending to get the votes from the same zone, they all intersect with each other which satisfies the intra-intersection condition (Definition 2).

This definition of a Leader Zone is efficient if the current and aspiring leaders are close to each other, so that the Leader Zone can be chosen close to them. However, if the workload moves to a distant location, then a fixed Leader Zone will lead to expensive Leader Election, since aspiring leaders need to communicate with a distant Leader Zone. To rectify this, D Paxos allows changing the location of the Leader Zone. In the rest of this section, we begin by showing the additional changes to the Expanding Quorums algorithms to support Leader Zone quorums. Then, we show how the Leader Zone can migrate to follow the leader.

The following summarizes the additions to Expanding Quorums to implement Leader Zone Quorums (see Algorithm 2):

- **Initial Leader Zone:** A zone is selected to be the initial Leader Zone. This zone can be selected arbitrarily but all nodes must agree on one zone to be the initial Leader Zone (e.g., as part of the initial configuration of each node).
- **Leader Zone Quorums:** An aspiring leader performs Leader Election according to the Expanding Quorums algorithms in Algorithm 2, where $Q_{LE}$ is the set of all majority quorums of the Leader Zone. (It is possible to define Leader Zones to extend beyond a single zone if zone failures are to be tolerated. In such a case, a majority vote from the Leader Zones would be needed. For clarity of exposition, we focus on the case of a Leader Zone that is confined to a single zone.)
- **Leader Zone migration announcements:** If an announcement that the Leader Zone has changed its location, then the set of Leader Election quorums, $Q_{LE}$, is updated to reflect this change.

Now we present how the Leader Zone moves to another zone. This complicates the design as this makes $Q_{LE}$ dynamic and must be updated consistently to reflect the location of the new Leader Zone. The challenge with such movement is that all aspiring leaders must agree on the Leader Zone’s location. If two leaders do not
agree on which zone is the Leader Zone, then it is possible that they both get positive votes for their prepare() messages from two different zones. Such disagreements may happen due to failures and message delays, where announcements of the new Leader Zone’s location are not yet propagated to all nodes.

Our solution to enable moving Leader Zone Quorums is a multi-step approach driven by any node i:

- **Step 1 (register a unique next Leader Zone):** node i registers zone $Z_i$ as the next Leader Zone. Only one zone can be registered as the next Leader Zone. This is performed via a separate Paxos instance, that we call the Leader Zone Instance, run in the current Leader Zone, zone $Z_j$. (The Leader Zone instance is reconfigured to follow the location of the Leader Zone.) Node i successfully registers $Z_i$ as the next Leader Zone by deciding the value $Z_i$ in the log of the separate Paxos instance.

- **Step 2 (set up the transition phase):** In the transition phase, the next zone, $Z_i$, becomes part of the Leader Zone quorum, while the old Leader Zone, $Z_j$, still processes ongoing requests. This is performed by node i requesting that at least a majority of nodes in the current Leader Zone, $Z_j$, to: (1) send all the intents they have received so far back to i. Node i then ensures that a majority of nodes in $Z_i$ maintains these intents, (2) piggyback information about the new Leader Zone, $Z_i$ in their promise() messages, and (3) not add the intents received in future prepare() messages to their intents list. During the transition phase, an aspiring leader that receives the piggybacked information about the next Leader Zone must receive promise() messages from two majorities, one from $Z_i$ and another from $Z_j$.

- **Step 3 (Complete transition to the new Leader Zone):** To detach the old Leader Zone, $Z_j$, from the Leader Zone Quorums, we must ensure that any potential conflict will be resolved by consulting the new Leader Zone, $Z_i$, only. Completing step 2 ensures that all intents will be maintained by the new Leader Zone; past intents are maintained by explicitly requesting for them and new ones by making aspiring leaders send prepare() messages to $Z_i$. At this point, it is possible to announce to all nodes in all zones that $Z_i$ is the new Leader Zone. This announcement can be lazily propagated in the background. An aspiring leader, that is not aware of the transition, will consult the old Leader Zone, $Z_j$, that will redirect it to the new Leader Zone, $Z_i$.

An example of Leader Zone Quorums is shown in Figure 6 which is over the scenario in Figure 1 with eight zones. $f_d = 1$, and $f_z = 0$. Initially, Zone 1 is the Leader Zone. Consider that a node i in Zone 2 wants to become a leader. It sends prepare() messages to a majority of nodes in Zone 1 with the intent to use a Replication quorum in Zone 2. A majority of nodes in Zone 1 replies with promise() messages to node i. There are no previous intents in this case. Therefore, node i proceeds to the Replication phase with a Replication quorum in Zone 2 and decides values for slots 1 to 6. Afterwards, node j in Zone 4 attempts to become a leader by sending prepare() messages to a majority of nodes in the Leader Zone, Zone 1. The majority in Zone 1 responds with promise() messages that include the intent of node i (a Replication quorum in Zone 2). Therefore, the Leader Election quorum expands to include the Replication quorums in Zone 2. Node j sends prepare() messages to nodes in Zone 2. Then, enough nodes to intersect with node i’s intent in Zone 2 respond with promise() messages. At that point, node j proceeds to the Replication phase and decides the values in slots 7 to 10. After slot 10 is decided, node j decides to transfer the Leader Zone to Zone 4. First, node j registers that Zone 4 is the next Leader Zone. It does so by deciding the value of “Zone 4” in the separate Paxos process in Zone 1 that is designated for this purpose. This entails going through the Leader Election and Replication phases of the separate Paxos instance, shown in the figure as two rounds of communication between Zone 4 and Zone 1. Then, node j sends requests to a majority of nodes in Zone 1 to begin the transition phase (intents are sent from Zone 1 to Zone 4, information about the transition are piggybacked in promise() messages from Zone 1, and new incoming intents are not maintained in Zone 1). During this time, aspiring leaders (not shown in the figure) would have to get the votes from majorities in both Zone 1 and Zone 4. They would know about being in the transition phase by receiving the piggybacked information from Zone 1’s promise() messages. To complete the transition, node j sends announcement messages to all nodes, that declares Zone 4 to be the new Leader Zone. At this point, aspiring leaders (not shown in the figure) would have to get the majority of votes from Zone 4 in the leader election phase. Aspiring leaders that are not aware of the transition (e.g., due to dropped or delayed announcements) would send their prepare() messages to Zone 1, that in turn notifies them of the new Leader Zone.

4.3.3 Safety: The safety of a consensus protocol is a guarantee of consistency (at most one value can be decided) and non-triviality (only a proposed value can be decided). In this section, we build upon the proof of Flexible Paxos’ safety [16] to prove the safety of DPaxos.

Flexible Paxos [16] shows that both safety properties are satisfied for Flexible Paxos by proving the following theorem.

**Theorem 1.** If a value $v$ with proposal id $p$ is decided, then any message propose($p_2$, $v_2$) where $p_2 > p$ satisfies $v = v_2$.  

The proof in Flexible Paxos relies on the intersection condition between the Replication quorum of proposal $p$, $Q^{R_p}_p$, and the Leader Election quorum of proposal $p_2$, $Q^{LE}_{p_2}$. This is true by definition for Flexible Paxos (the inter-intersection condition). However, DPaxos’ Replication and Leader Election quorums do not intersect.

---

This is an adaptation of Theorem 2 in Flexible Paxos [16]
by definition (the intra-intersection condition). DPaxos enforces the intersection between $Q_p^e$ and $Q_{ele}^p$ by expanding the Leader Election quorum, $Q_{ele}^p$. To avoid confusion we introduce two notations: we use $Q_{ele}^p$ to denote the original Leader Election quorum before expansion and use $Q_{ele}^p$ to denote the Leader Election quorum after expansion. Now, we show that DPaxos satisfies the intersection condition between $Q_p^e$ and $Q_{ele}^p$.

**Theorem 2.** Consider a Replication quorum with proposal id $p$, $Q_r^p$, and a Leader Election quorum with proposal id $p_2$, where $p < p_2$. DPaxos ensures that $Q_r^p \cap Q_{ele}^p \neq \emptyset$.

**Proof.** This is a proof by contradiction. Assume to the contrary that both quorums are used and that $Q_r^p \cap Q_{ele}^p = \emptyset$. By definition, any two Leader Election quorums intersect. Therefore, the Leader Election quorum in $p$ and the Leader Election quorum in $p_2$ intersect $(Q_{ele}^p \cap Q_{ele}^p \neq \emptyset)$. There is at least one node $A$ in this intersection. There are two possible cases:

- Case 1 ($A$ received prepare($p$.intent=$Q_r^p$) before prepare($p_2$.intent=$Q_{ele}^p$)): in this case, $A$ responds to prepare($p_2$.intent=$Q_{ele}^p$) with the intent $Q_r^p$. This triggers a quorum expansion of $Q_{ele}^p$ to $Q_{ele}^p$ that intersects with $Q_r^p$, which is a contradiction.
- Case 2 ($A$ received prepare($p_2$.intent=$Q_{ele}^p$) before prepare($p$.intent=$Q_r^p$)): in this case, $A$ does not respond to prepare($p$.intent=$Q_r^p$) because $p < p_2$. Therefore, the Leader Election with proposal id $p$ fails and the Replication quorum $Q_r^p$ is not used, which is a contradiction.

Therefore, DPaxos ensures that $Q_r^p \cap Q_{ele}^p \neq \emptyset$. This suffices to show safety by referring to Flexible Paxos’ proof that safety is guaranteed with the condition that $Q_r^p \cap Q_{ele}^p \neq \emptyset$ [16], where $Q_{ele}^p$ represents the Leader Election quorum of proposal $p_2$.

### 4.3.4 Intents Garbage Collection

With continued operation and Leader Election rounds, the intents from aspiring leaders accumulate at nodes. This can have serious performance ramifications. The accumulation of many intents means that future leaders need to intersect with a larger number of nodes in a larger number of zones. Also, a large number of intents increases the size of promise messages—increasing the communication overhead.

DPaxos employs a garbage collection process that gradually removes obsolete intents that future leaders do not need to intersect with. Any intent is subject to garbage collection after its corresponding leader loses leadership. This includes intents of failed leader election attempts (where a majority of promise messages were not sent back to the aspiring leader) as well as intents of successful leader election attempts with potentially subsequent successful replication rounds but who have subsequently lost their leadership to a successful new leader.

The garbage collector is a separate process that performs two tasks: (1) determine the set of obsolete intents by polling information from acceptors, and (2) remove obsolete intents from acceptors. More than one garbage collector can co-exist, and garbage collectors could be shutdown and resumed arbitrarily. Algorithm 3 shows the procedure followed by a garbage collection process. First, the garbage collector picks a node $i$ arbitrarily. In DPaxos, we pick nodes in a round-robin. The garbage collector polls the following information from node $i$: the largest proposal id that node $i$ received with a propose message. We will denote this value as $P_i$. (It is important to note that this value depends on the received propose messages and not the prepare messages.) The garbage collector maintains the maximum $P_i$ value and denote it as $P$. The garbage collector will consider any intent as obsolete if its proposal number $p$ is smaller than $P$. The garbage collector asyntonically removes all intents with proposal numbers lower than $P$. The node removes the intent whether it belongs to a failed leader election attempt or a successful one.

Central to the correctness of the garbage collection algorithm is that an intent with a proposal number lower than $P$ is an obsolete intent. To ensure correctness, we prove the following:

**Theorem 3.** An intent’s replication quorum cannot accept any new propose messages with a proposal number $p$, where $p$ is the proposal number corresponding to the intent and $p < P$.

**Proof.** The proof is presented in Section C.

---

**Algorithm 3:** The algorithm performed by a garbage collection process

1: $P :=$ the garbage collection threshold, initially 0
2: Garbage Collection {
3: Repeat {
4: \[ i \gets \text{select a node arbitrarily} \]
5: \[ P_i \gets \text{poll the largest proposal number that node } i \text{ accepted} \]
6: if $P_i > P$ then
7: \[ P = P_i \]
8: Propagate $P$ to all acceptors asynchronously
9: }
10: }

---

![Figure 7: An example of garbage collecting obsolete intents.](image-url)
At this point, Zones 1 to 5 have the intent of \( z_1 \), that we will call \( I_1 \), and Zones 6 to 8 have the intent of \( z_8 \), that we will call \( I_8 \). Later, node \( z_2 \) starts deciding values for slots 1 to 5 via local Replication phases. As soon as \( z_1 \)’s propose messages start to arrive to nodes in Zone 1, a garbage collector that polls nodes in Zone 1 will update its \( \mathcal{P} \) value to 3. And thus, a garbage collector from that point can garbage collect the intents of \( I_1 \). However, assume for now that the garbage collector is not active yet. After deciding a value for slot 5, the propose messages for slot 6 are delayed (represented as the curved line in Zone 1). While the propose messages are delayed, a node, \( z_6 \), in Zone 6 performs a Leader Election phase with proposal id 4 and Leader Election quorum consisting of Zones 2 to 6. Because it is the highest proposal id so far, Zones 2 to 6 reply with promise messages. However, the promise messages from Zones 2 to 5 include the intent \( I_1 \) and the promise messages from Zone 6 include the intent \( I_6 \). Node \( z_6 \) expands the Leader Election quorum to include zones 1 and 8 and completes the Leader Election phase. Then, \( z_6 \) starts committing values locally in Zone 6 for slots 6 to 10. At that point a garbage collector polls nodes in Zone 6 for their state and concludes that the value for \( \mathcal{P} \) is 4. It asynchronously broadcasts the value to all nodes. When a node receives the new \( \mathcal{P} \) value, it removes all intents with lower proposal ids, which are \( I_1 \) and \( I_6 \) in this case.

The delayed in-flight propose message from \( z_1 \) that tried to decide the value for slot 6 eventually arrives to the replication quorum in Zone 1 after the intent \( I_1 \) has been garbage collected. However, they are not accepted because at least one node in the Replication quorum must have participated in \( z_6 \)’s Leader Election quorum. Therefore, even if a node now becomes a new leader without consulting with the Replication quorum in Zone 1, it is guaranteed that the Replication quorum in Zone 1 is not going to accept proposals with proposal id 3. More generally, an intent is only garbage collected after at least one node in its Replication quorum promises not to accept proposals from the intent’s leader.

We would like to note that it is possible to perform garbage collection of intents in various ways. We believe that our method strikes a good balance between efficiency and simplicity. However, we briefly present other methods that may be more suitable for system environments with varying requirements and goals. One possibility is to leverage the methods proposed in Stoppable Paxos [26] that would allow garbage collecting of all intents at predetermined points when the Paxos instance “stops.” This is especially desirable in cases where a one-shot, periodic garbage collection process is more desirable than DPaxos’ continuous garbage collection that may add overhead to concurrent computation. We discuss Stoppable Paxos in more details in Section B.1. Also, DPaxos’ garbage collection methods can be adopted more aggressively. For example, we can discover an obsolete intent as soon as a node in its Replication quorum has sent a promise with a higher proposal number. Another optimization relies on that a newly elected leader with proposal id \( p \) knows that all intents with lower proposal ids are obsolete (after completing its Leader Election phase). Therefore, it can broadcast to all nodes that the new value of \( \mathcal{P} \) is \( p \). Garbage collection can also be done independently at every node. When a node receives a propose message with proposal id \( p \), then it can garbage collect all the internal intents with lower proposal ids.

Garbage collection can be affected by node and communication failures. Because it relies on polling information from nodes, a disruption of communication may delay garbage collection. However, the garbage collection process inherits its liveness properties from Paxos. This is because the successful completion of a Leader Election phase is equivalent to the ability to garbage collect all previous intents.

### 4.4 Leader Handoff

DPaxos introduces a light-weight mechanism to change the location of the leader without invoking a Leader Election phase. The observation that led to this technique is that there are two motivations to elect a new leader: (1) Fault-tolerance: the current leader has failed, and (2) Mobility: the users or workload have moved and we want to move the location of the leader. Leader Election in Paxos works to serve both purposes. However, we have found that for mobility, changing the location of the leader may be performed without going through the Leader Election phase by exploiting that the current leader can participate in the process. We call this technique, Leader Handoff. This technique can be applied to Paxos variants in general and is not restricted to DPaxos.

The basic idea is to treat the leader role as a logical role rather than being physically tied to a physical node. In principle, a leader can use any Replication quorum. Additionally, there is no requirement for the leader to be in the same location all the time. The Leader Handoff technique enables a leader to relinquish its privileges as a leader to another node. This can be via a simple relinquish() message from the current leader to the new leader consisting of the current state of the leader and the slots that the leader would like to relinquish (the set of relinquished slots may be unbounded). A leader can send this message only once for any slot. Also, after sending the message, it refrains from acting as a leader for these slots.

If the message from the old leader to the new leader is lost, then neither of them can act as the leader. Rather, a Leader Election phase must take place. An additional restriction if this is used in conjunction with Expanding Quorums is that the new leader can only use Replication quorums that were declared by the intent of the leader that relinquished the leadership (more about declaring multiple intents in Section 4.6.)

### 4.5 Read Leases

To optimize the performance of read-only operations and transactions, many Paxos variants utilize a read lease [5, 9, 10, 14, 33, 34]. A read lease allows a lease holder (or holders [34]) to respond to a read-only request independently without making the read request commit as a command that interferes with other commands and read-write transactions. The lease has a duration. Granting a lease to a node (or group of nodes) is a guarantee that no other node will be able to hold a read lease and that all writes are channeled through the lease holders until the read lease expires (10s is an example of a lease duration in real-world scenarios [10].) These two guarantees ensure that the lease holder has the most recent copy of data during the lease duration.

Read leases have been used in various ways in Paxos-based systems. Megastore [5] enforces writes to synchronously coordinate
with all replicas, enabling each replica to act as if it has a read lease. Others, such as Spanner [10], EPaxos [33], and Chubby [9], utilizes the Multi-Paxos leader to act as a lease holder. Moraru et. al. [34] propose a quorum-based read lease, where a select group of replicas act as lease holders. DPaxos targets applications with spatial locality workloads, making the leader-based read lease the more appropriate alternative. DPaxos utilizes a leader-based read lease approach, however, other approaches can also be adapted to DPaxos as well. In leader-based read leases, a multi-Paxos leader sends requests for lease votes. If a majority responds with lease votes, then the leader has the lease throughout its duration. Leases are then extended either implicitly via a new successful decided message (where accept messages act as lease votes as well) or explicitly by new lease vote requests. DPaxos has the special property that, unlike other systems with leader-based read leases, its quorum sizes can be less than a majority and getting votes from a Replication quorum is more efficient than a Leader Election quorum. This invites a careful consideration of DPaxos read leases to ensure the practicality and safety (i.e., linearizable reads) of leases in DPaxos. In terms of safety, DPaxos needs to ensure that no two nodes think they hold read leases concurrently. This can be ensured by getting lease votes from a majority of nodes. This, however, is expensive. Alternatively, DPaxos implements read leases with the objective of restricting the communication needed to renew a lease to a single Replication quorum. DPaxos implements read leases in the following way that is inspired from the master lease approach [9]: (1) Lease requests and votes can only be implicit by piggybacking lease requests with propose messages and piggybacking lease votes with accept messages, (2) A lease vote (accept message) has the implicit promise not to participate in Leader Election (i.e., not respond to prepare messages) until the lease expires. With this method, a leader can acquire or renew a read lease with votes from its Replication quorum only. Safety is preserved because no node can get a promise message from the current leader’s Replication quorum (and thus cannot become a leader) before the lease expires. Also, garbage collection does not threaten the integrity of leases. Because no node can be elected a leader before the lease expires, the intent corresponding to the current lease holder cannot be garbage collected.

We present an experimental evaluation of the use of master leases to serve read-only requests (Section A.2).

4.6 Summary and Practical Considerations

Summary. The following points summarize the characteristics and trade-offs of DPaxos’ quorum allocations and methods:

- A DPaxos Replication quorum is any collection of \( f_d + 1 \) nodes in \( f_z + 1 \) zones.
- A Flexible Paxos (and the Zone-centric quorum without Expanding Quorums) Leader Election quorum consists of enough nodes to intersect with all Replication quorums. This equals to all zones minus \( f_z \). In each zone, the Leader Election quorum includes all nodes minus \( f_d \).
- A Delegate quorum is an Expanding Quorum that consists of nodes from a majority of zones and a majority of nodes from each of these zones.
- A Leader Zone Quorum Leader Election quorum is an Expanding Quorum that consists of a majority of nodes in the Leader Zone or Zones (during transition, Leader Election may span more zones than the normal case.)
- Leader Handoff enables a leader to relinquish all or part of the slots where it is a leader via a single light-weight message. However, if the leader fails, a new leader can only be elected via a Leader Election round.

Configuration. In DPaxos, we present various methods to allocate quorums, such as Delegate Quorums, Leader Zone Quorums, and Leader Handoff. These methods have different performance characteristics and which method would perform better depends on the environment. We show how different environments cause different outcomes of DPaxos methods in the experimental evaluation (Section 5). Additionally, DPaxos relies on the correct assessment and prediction of the workload’s spatial locality characteristics. In this paper, we do not tackle the problem of configuration. This is an added complexity that system administrators will need to handle in comparison to using some other Paxos variants. However, it is possible to adapt automatic allocation and configuration methods for geo-replicated data stores [49, 50] to aid in the configuration of DPaxos. We believe this has a promising potential as an avenue of future research.

Use of multiple intents. In Expanding Quorums, we discussed how an aspiring leader must send an intent in the prepare() message. This can be generalized to many intents per aspiring leader. This is useful to ameliorate the restriction of only using the declared intents. Consider a leader that declares two intents rather than one. This leader has the flexibility of choosing either intent, in case one of them becomes slow or inaccessible. Otherwise, with a single declared intent, changing the Replication quorum would require a Leader Election round. The drawback of declaring more than one intent is that the intersection requirement for future aspiring leaders becomes bigger (they need to intersect with every declared intent.) This trade-off between the number of declared intents and the intersection requirement of future leaders depends on the workload. The strategy of allocating intents is left as a design decision.

Consolidate multiple rounds into a single round. In Expanding Quorums, an aspiring leader goes through a second round if nodes responded with intents. It is possible to consolidate the first Leader Election round with the second Leader Election round (to intersect with Replication Quorums in intents). For example, consider an aspiring leader \( L \) that is getting the votes from a Leader Election quorum, \( Q_{le} \) Assume that node \( L \) received intents to intersect with a Replication quorum \( Q_l \). In our description, node \( L \) will have two rounds of communication: the first with \( Q_{le} \) and the second with \( Q_l \). However, the messages that are sent in both rounds are identical. Furthermore, sending prepare() messages to arbitrary nodes is permissible. Thus, it is possible for \( L \) to have sent the prepare() messages to both \( Q_{le} \) and \( Q_l \) simultaneously, thus consolidating the two rounds into one. The challenge in such consolidation is knowing whether to send the prepare() messages to nodes other than \( Q_{le} \). In our scenario, \( L \) might not have known that \( Q_l \) would be in the intents list of \( Q_{le} \). Such consolidation is only applicable when there are enough information to predict the intents before receiving them.
5 EVALUATION

In this section, DPaxos is evaluated on a real deployment on seven Amazon AWS datacenters, where each datacenter represents a zone. The seven Amazon AWS datacenters we use are at California (C), Virginia (V), Oregon (O), Tokyo (T), Ireland (I), Singapore (S), and Mumbai (M). The Round-Trip Time (RTT) latency between each pair of datacenters is shown in Table 1 in the appendix. There are three nodes in each datacenter. We emulate the case that these nodes are placed on different edge locations by adding an artificial communication delay (10ms) between them. The delay only affects the communication between the nodes that are modeled to be in the same zone but on different edge nodes. The used machines (named m4.large) runs Linux and have two virtualized CPUs and 8 GB memory.

We use a simple workload consisting of small OLTP transactions. Each transaction has five operations (selected randomly from one million keys) and each operation has a value size of 50 Bytes. Half the operations are reads and the other half are writes. All transactions are read-write transactions. We present experiments with read-only transactions in Section A.2. Throughout this section, DPaxos will be evaluated with the following fault-tolerance level: \( f_d = 1 \) and \( f_c = 0 \), which tolerates a single datacenter failures. Each experiment runs for 1 minute. (running experiments for longer durations did not result in any significant difference.)

We compare DPaxos with Multi-Paxos, Flexible Paxos [16], and leaderless Paxos. There are a number of leaderless Paxos variants, where the Leader Election round can be bypassed, such as Egalitarian Paxos [33], Fast Paxos [24], and MDCC [18]. We compare with leaderless Paxos variants by assuming the optimal case of a Replication Quorum consisting of a majority of nodes. Such a quorum size may lead to inconsistency, but nonetheless would provide a benchmark of the best-case performance of leaderless Paxos variants.

5.1 Replication Phase Performance

We begin by presenting our evaluation of the Replication phase’s performance. The Replication phase is especially important for prolonged leaders, where the Leader Election phase is bypassed. To evaluate the Replication phase, we measure the latency and throughput of the Replication phase in each one of the seven datacenters. This emulates the case of seven partitions, where each partition is located and accessed in one of the seven datacenters. A prolonged leader is located in the same zone as its partition. In this experiment, prolonged leaders decide 1 KB batches of transactions, and bypass the Leader Election phase. The results are shown in Figure 8, comparing DPaxos with Flexible Paxos and Multi-Paxos. Both DPaxos and Flexible Paxos decide values with an average latency of 11–13ms in all locations. This is expected as they have identical Replication Quorums. However, Multi-Paxos latency varies between 91ms for Virginia and 282ms for Mumbai. Multi-Paxos pull the votes of the majority, and thus the location of the proposer affects the observed latency. Throughput results are presented as the number of Bytes committed in a second. Throughput numbers reflect the effect of the latency difference between DPaxos and Flexible Paxos on one hand, and Multi-Paxos on the other hand. DPaxos and Flexible Paxos achieve similar throughput ranging from 75.8 KB/s to 85.2 KB/s. Multi-Paxos’ throughput varies based on the location, ranging from 3.5 KB/s in Mumbai (the datacenter with the highest latency) up to 10.9 KB/s in Virginia (the datacenter with the lowest latency). Overall, the average throughput of DPaxos and Flexible Paxos is 23x the average throughput of Multi-Paxos.

The cause for the performance difference is that DPaxos and Flexible Paxos’ Replication phase performance is independent of the nodes outside of the zone. However, Multi-Paxos’ performance depends on the topology and how far are datacenters from each other. As the deployment covers a larger geographical region, and a larger number of nodes, as the majority vote becomes more expensive.

5.2 Leader Election Performance

In this section, we evaluate the performance of the Leader Election round. We compare the two DPaxos Leader Election variants (Leader Zone and Delegate) with Flexible Paxos, Multi-Paxos, and Leader Handoff. The results are shown in Figure 9. In this experiment, we measure the Leader Election latency as observed by an aspiring leader in California. The location of the previous leader may affect the Leader Election latency (e.g., for Leader Zone Quorum) and thus we vary, in the x-axis, the location of the previous leader. DPaxos Leader Zone Leader Election is affected by the location of the Leader Zone. In this set of experiments, we assume that prior Leader Election attempts have been garbage collected, and thus there are no intents other than the previous leader’s intent and the Leader Zone has moved to the previous leader’s zone. (In Section A.4 we show the effect of Leader Election while garbage collection of intents is still in progress.) The Leader Zone Leader Election takes one round to the previous leader’s zone and ranges
5.3 Comparing with leaderless Paxos

Leaderless Paxos variants bypass the Leader Election phase which offer two performance advantages: (1) Even in the case of failures, there is no need to invoke Leader Election. (2) Multiple proposers (at different locations) can decide slots simultaneously. Figure 10 shows the results of two experiments comparing with leaderless Paxos. In both experiments, we measure the performance of a proposer in California. The first experiment (Figure 10(a)) evaluates the overhead of the Leader Election phase of DPaxos in comparison to the performance of a leaderless Paxos that does not require Leader Election. The x-axis is the location of the previous leader. The y-axis is the decision latency (the Replication phase latency in addition to the Leader Election latency if invoked). For DPaxos, we vary the percentage of requests that invoke Leader Election, and show the 0% case (emulating the case of a prolonged leader that did not fail or move), the 50% case (emulating the case when Leader Election is invoked in every other request) and the 100% case (emulating the case when Leader Election is invoked in every request). In the 0% case, DPaxos’ latency is 12ms, which is the Replication phase latency. In the 50%, the Leader Election overhead causes the average latency to range between 17ms (when the previous leader is in California but in another node) and 147ms (when the previous leader is in Mumbai). In the 100% case, the latency ranges between 24ms and 286ms, experiencing the full overhead of Leader Election. The optimal leaderless Paxos latency is 152ms. This means that even in the 50% case, DPaxos outperforms leaderless Paxos regardless of the location of the previous leader. In the 100% case, leaderless Paxos outperforms DPaxos only if the previous datacenter is in Singapore or Mumbai. Although the 50% and 100% Leader Election rate are extreme and will be far from a typical workload, DPaxos still manages to outperform the leaderless variant due to its low Replication latency.

The second experiment (Figure 10(b)) evaluates DPaxos with leaderless Paxos when there are remote requests (ones that did not originate in the same zone as the partition leader). In this set of experiments, the leader is in California and a subset of the users (either 0%, 50%, or 100%) are in another zone. DPaxos performs best for the requests that originate at California. Therefore, the best latency (12ms) is achieved when there are no remote requests (0% in the figure). In the 50% and 100% cases, half or all the requests originates at another datacenter (the source of the remote requests is in the x-axis). The remote requests are first forwarded to the leader in California, which in turn processes them and then replies back the decision to their clients. The effect depends on how far the client is from the leader (California). The farthest datacenter from California is Mumbai, where a remote request’s latency is 260ms. For all other cases, the latency ranges between 22ms and 195ms. Leaderless Paxos’ latency is if all requests originates in California is 152ms. In the 50% case, the latency ranges from 122ms to 217ms, and in the 100% case, the latency ranges from 91ms to 282ms. The only case where leaderless Paxos achieves a lower latency than DPaxos is in the 100% case where the remote requests originate in Mumbai. For the other cases, the latency gap shrinks. This shows that remote requests do indeed affect DPaxos’ magnitude of improvement compared to leaderless Paxos variants. Also, leaderless Paxos can outperform DPaxos for workloads where there is little or no locality of access.

We present additional experimental evaluations in Section A.

6 CONCLUSION

In this paper, we propose DPaxos, a Paxos-based protocol for data management on the edge. We show that designing specifically for the new edge environment yields significant performance rewards. DPaxos includes three main proposals: (1) Zone-centric Quorums that utilizes Flexible Paxos [16] to make Replication quorums small and close to users, (2) Expanding Quorums that enables both small Replication and Leader Election quorums that grow dynamically in the presence of conflicts, and (3) Leader Handoff that targets supporting mobility by a light-weight method of relinquishing leadership. These proposals improve performance significantly as we show on a real deployment across 7 datacenters.
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A.1 Batching

Batching has been commonly used in PAXOS-based protocols to utilize Multi-PAXOS slots more efficiently. This is especially critical for multi-datacenter environments where each round takes a large amount of time relative to the speed of computation. Increasing the batch size results in better utilization of the replication round and thus increases throughput. Figure 11 shows experiment results that quantify the effect of the batch size on throughput. We vary the batch size from 1 KB to 100 KB. Increasing the batch size from 1 KB to 100 KB leads to increasing throughput by a factor of 68 for DPAXOS, 64× for Flexible PAXOS and 25× for Multi-PAXOS. Most of the throughput improvement is achieved when increasing the batch size to 50 KB. Increasing the batch size beyond 50 KB yields relatively lower throughput improvement for DPAXOS and Flexible PAXOS (an improvement factor of 1.5× for both). For Multi-PAXOS, increasing the batch size beyond 50 KB decreases throughput, signaling that...
larger batches stresses the network I/O. Multi-Paxos thrashing behavior compared to DPaxos and Flexible Paxos is more severe because it communicates with a larger number of nodes in each round. A downside of batching is an increase of average latency. In the case of DPaxos and Flexible Paxos the latency increases from 11–12ms for 1 KB batches to 18ms for 100 KB batches. For Multi-Paxos, the latency increases from 95ms for 1 KB batches to 268ms for 100 KB batches. Interestingly, the latency of Multi-Paxos does not significantly change before the thrashing point (50 KB batches), maintaining a latency between 94–96ms.

To summarize, batching helps increase performance and utilize the communication links more efficiently. However, the trade-off is an increase in latency as batch sizes grow. Multi-Paxos suffer from thrashing behavior more rapidly than DPaxos and Flexible Paxos due to the larger communication requirements.

### A.2 Read-only requests

Read-only requests can be served from the leader without incurring the overhead of the Replication phase (Section 4.5). Throughout the other experimental evaluations, all transactions were read-modify transactions. Now, we introduce read-only transactions to the workload to measure the performance improvement gained from using master leases. Figure 12 compares three sets of workloads with DPaxos: a workload with 100% read-modify transactions (denoted in the figure 100% writes), a workload with 50% read-only transactions (denoted in the figure 50% reads), and a workload with 95% read-only transactions (denoted in the figure 95% reads). Also, we vary the batch size from 1 KB to 1 MB. In all these experiments, read-only transactions latency is less than 1ms. In comparison, the lowest latency of read-modify transactions is 11ms because of the time needed for the Replication phase. Other than the latency improvement, serving read-only transactions directly from the leader reduces the stress on compute and network resources. For example, in a batch of 1000 transactions, if half of the transactions are read-only, then the Replication phase only processes and replicates 500 transactions. Figure 12 presents this scaling behavior. With a small batch size (1 to 10 KB), there is no significant difference in the throughput of the different workloads. As we increase the batch sizes, we begin to notice the performance difference. With 100 KB batches, the workload with 50% read-only transactions achieves 24% higher throughput and the workload with 95% read-only transactions achieves 67% higher throughput. For the largest batch size we present (1 MB batches), the difference becomes larger. In that case, the workload with 50% read-only transactions achieves 75% higher throughput and the workload with 95% read-only transactions achieves 313% higher throughput. The reason for this performance difference is that the workloads with more read-modify transactions stress the compute and network resources more and begin to thrash earlier with larger batch sizes. An effect of this thrashing is shown as an increased in read-modify transactions latency. The workload with all read-modify transactions experiences a jump of latency from 11ms with 1 KB batches to 65ms with 1 MB batches, whereas the workload with 95% read-only requests maintains a read-modify transactions latency of 15ms with 1 MB batches.

### A.3 Multi-programming level

We now explore another factor that affects throughput, which is the multi-programming level, defined as the number of slots that the proposer can execute simultaneously. For example, a multi-programming level of 4 means that the proposer can be deciding the values of 4 slots concurrently. We measure the effect of the multi-programming level in Figure 13, where we vary the level between 1 and 8. In this experiment, we only display the performance of the Virginia proposer. We chose Virginia because it the proposer that achieved the highest throughput for Multi-Paxos, and we wanted to compare the performance of DPaxos and Flexible Paxos with the best achieving proposer in Multi-Paxos. Also, we set the batch size to 50 KB, which maximizes Multi-Paxos performance without thrashing it. Increasing the multi-programming level from 1 to 8 improves throughput for DPaxos by 86%, for Flexible Paxos by 77%, and for Multi-Paxos by 71%. Like the batching experiments, Multi-Paxos experiences a thrashing behavior—this time the thrashing point is a multi-programming level of 4.

### A.4 The effect of the Intents list

The Leader Election phase in DPaxos is subject to becoming more expensive in case there are old declared intents that have not been garbage collected, which lead to expanding Leader Election quorums unnecessarily. We quantify this effect in a set of experiments shown in Figure 14. In these experiments we do not garbage collect intents and intentionally place intents that cover zones, ranging from 1 zone to all 7 zones. Each point in the x-axis denotes how many zones are covered in the intents. For example, the case denoted 3 in the x-axis represent a case where there are three intents...
detected in three different zones. We order the places of these intents from the closer to the farther nodes. In these experiments, the proposer and the previous leader are both in California (but on different nodes). We show the latency of the original Expanding Quorum, where the intents are intersected in a second phase after Leader Election and the optimization to proactively intersect intents in the first round by sending redundant vote requests. The Leader Election latency increase depends on how far are the zones corresponding to the detected intents. The Leader Election latency ranges from 22ms to 270ms when two phases are used, and ranges between 11ms and 259ms when the two phases are combined. The benefit of the combination is to dilute the latency of the first phase in the latency of the second phase, in case the second phase has a higher latency.

### B SURVEY OF RELATED WORK

#### B.1 Paxos Variants

In this section, we survey popular Paxos variants and Paxos-based systems.

**Multi-Datacenter Paxos Variants.** There have been a number of Paxos variants and implementations that target multi-datacenter replication [5, 10, 18, 33, 41]. The main limitation of these solutions is that they rely on majority-based quorums for both Leader Election and Replication. This is true even for variants that specifically aim to reduce the inter-datacenter latency of Paxos such as EPaxos [33], and the adoption of Fast Paxos [24] by MDCC [18]. In these variants, majority or larger super majority quorums are used for replication to avoid the need for a centralized leader. Therefore, the replication phase becomes very expensive (spanning more than a majority of zones) compared to DPaxos. However, such approaches have the advantage over DPaxos that they bypass the leader election phase. Typically, the Replication phase occurs much more frequently than the Leader Election phase. In such cases, the benefit of small DPaxos Replication quorum outweighs the disadvantage of having to go through a Leader Election phase. (we compare DPaxos with leaderless Paxos variants in Section 5.3.)

**Flexible Paxos.** Flexible Paxos [16] proposes the concept of non-majority quorums for Paxos (the inter-intersection condition in Definition 1). This theoretical finding has enabled our adaptation of Flexible Paxos to implement Zone-centric quorums. However, this—-as we describe in the paper—can only be done at the expense of Leader Election quorums that span all zones. What distinguishes DPaxos from Flexible Paxos is: (1) DPaxos is a practical deployment of flexible quorums for global-scale edge environment, (2) DPaxos proposes Expanding quorums that enable smaller Leader Election quorums than what Flexible Paxos can achieve, and (3) DPaxos proposes Leader Handoff to enable changing the location of the leader without a Leader Election phase. WPaxos [2] is a recently proposed adaptation of Flexible Paxos to geo-distributed systems. DPaxos is similar to WPaxos in that they utilize Flexible Paxos quorums to commit in nearby nodes rather than a majority. WPaxos proposes a novel object stealing technique with concurrent leaders at various locations. A leader A maintains ownership of data objects that are accessed close to A. Leader A can “steal”—via a Leader Election round—other leaders’ objects if their access locality changed to be close to A. DPaxos can adopt this method to increase its adaptability to access locality. Likewise, WPaxos can also adopt DPaxos’ Expanding Quorums and Leader Handoff approaches to overcome the expensive Leader Election inherited from Flexible Paxos.

**Reconfiguration and Hierarchical Paxos Variants.** A possible approach to avoid inter-zone communication is to deploy the Paxos instance on $2f + 1$ nodes across $2f + 1$ zones. In such a case, like DPaxos, there will be no unnecessary inter-zone communication in the Replication phase. However, the main limitation of this approach is that only the current nodes in the zones are part of the Paxos instance. Thus, if nodes fail or users change location, a new leader for the deployment cannot be elected using a simple Leader Election round. Rather, a reconfiguration of the Paxos instance is needed to change the set of participating nodes to the new ones in the new location or zone. There are some Paxos variants that deal specifically with this issue of managing reconfiguration, such as Vertical Paxos [25], Stoppable Paxos [26], and Cheap Paxos [27].
The common factor behind these solutions is that they separate the control from the operation in Paxos, where there is an auxiliary Paxos instance that manages the different configurations for all partitions and a Paxos instance for each partition.

Any configuration change, to replace nodes or change the set of participants, would be done through the auxiliary Paxos instance. The auxiliary Paxos instance can either be centralized in a single zone or distributed across zones. If the auxiliary Paxos instance is centralized, then any configuration change at another zone would experience inter-zone latency. Otherwise, if it is distributed across zones, then all configuration updates would incur inter-zone communication. This makes such configuration changes more expensive than a DPaxos Leader Election round in terms of communication overhead and latency. Likewise, Paxos can be used as a control layer to manage configuration changes. ZooKeeper [17], for example, is typically used in this way. It is possible to consider a ZooKeeper (or another Paxos-based system) instance being used to maintain the configuration of the current Replication quorum. This makes it similar to Leader Zone Quorums in that it establishes a centralized point to manage the location of the Replication quorum. However, like other hierarchical approaches, the fixed location of the nodes in the control Paxos instance leads to high latency with moving workload as the control Paxos instance cannot (or incurs high overhead) to relocate. This also applies to primary/backup systems that use a designated node for reconfiguration [47].

(d) Other Paxos variants. Generalized Paxos [23] allows values that are not conflicting with each other to be decided concurrently, thus improving throughput. Generalized Paxos is an orthogonal technique to DPaxos that can be applied to it to improve concurrency. Paxos-CP [41] proposes optimizations to increase the concurrency of Multi-Paxos for transaction processing by combining different transactions in the same slot if they do not conflict. Compared to DPaxos, Paxos-CP requires a round to a majority to decide a value. Some other Paxos variants tackle the problem of load balancing such as Mencius [32, 48] and S-Paxos [6]. Network-Ordered Paxos (NOPaxos) [28] proposes leveraging network-level ordering to design a simpler more efficient Paxos variant.

B.2 Data Management for edge computing
There has been previous work on designing data management solutions for edge computing [11, 29, 43]. The edge computing data management model introduces new challenges and problems and these studies tackle subsets of them. For example, EdgeX [43] manages the process of offloading partitions to edge datacenters in a consistent manner. Also, Eyal et. al. [11] propose mechanisms to improve the consistency of caches in the edge. Lin et. al. [29] propose coordination techniques for data management on the edge where replicas guarantee snapshot isolation.

B.3 Multi-Level Quorum Consensus
Voting and quorums are ideas that were introduced in the late 70s in the context of data management [12]. Since then, a plethora of work studied quorum allocation to optimize quorum sizes. Examples include grid quorums [30], tree quorums [1], and weighted quorums [12]. However, the closest quorum formulation to our work is hierarchical quorums [19, 20]. In this method, nodes are arranged in a virtual hierarchy. Then, a quorum is represented in terms of “groups” of nodes rather than the nodes themselves, e.g., a vote from a majority of groups rather than a majority of nodes. Because a group of nodes may delegate their votes to a subset of the group, it is possible to form quorums with smaller sizes than a majority.

B.4 Global-Scale Data Management
Optimizing the performance—especially reducing latency—of strongly consistent geo-distributed transactions has been the focus of many pieces of work [3, 4, 10, 13, 18, 31, 35–42, 45, 51]. Many of the proposed protocols rely on Paxos as a building block for synchronous wide-area replication [3, 10, 13, 18, 31, 40, 41, 45, 46]. For these protocols, DPaxos offers a more efficient alternative to Paxos especially in emerging edge data management environments.

C Garbage Collection Correctness
In this section, we present the proof of Theorem 3:

Proof. Assume to the contrary that the replication quorum of an intent with proposal id $p$ that is less than $P$ has accepted a proposal with proposal id $p$.

The first outcome of this assumption is that every node in the intent’s replication quorum has responded with an accept message to a propose message with proposal id $p$. This also means that there is a node, $n(p)$, that successfully performed a Leader Election round with proposal id $p$ and received promise messages from a Leader Election quorum.

So far, we know that $n(p)$ and $n(P)$ have each acquired the votes of a Leader Election quorum. By definition, any two Leader Election quorums intersect. This means that there is a node $L$ that is in both $n(p)$’s and $n(P)$’s Leader Election quorums. Therefore, $L$ has responded with a promise message to both nodes. Because $p < P$, $L$ must have responded to $n(p)$’s prepare message first. Now, consider when node $L$ receives $n(P)$’s prepare message. There are two cases:

- **Case 1:** $n(p)$’s intent is still in $L$ and is piggybacked in the response (the promise message) back to $n(p)$. When $n(P)$ receives the intent, it expands the Leader Election quorum to intersect with $n(p)$ intent’s replication quorum. We know that $n(P)$ successfully gets a promise message from at least one node $I$ in $n(p)$’s replication quorum (because it successfully completed the Leader Election phase and sent propose messages). We also know that it must have received the promise message before it moved to the Replication phase and sent propose messages. Therefore, node $I$ would not accept any new messages from $n(p)$ with proposal id $p$, which is a contradiction to our assumption.

- **Case 2:** $n(p)$’s intent in $L$ has already been garbage collected. This means that there is another node, $n(P2)$, that has encountered case 1 above and determined that the intent’s replication quorum cannot accept $n(p)$’s proposals. We arrive at a contradiction in all cases, which proves the theorem. □